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Abstract 
The speech emotion recognition is a very exigent assignment of human computer interaction (HCI). This subject has gained so much attention in 
recent time and will soon achieve a high position for the requirement in coming years. In this strenuous field of speech emotion recognition 
many techniques have been utilized to extract emotions from signals, including many experimented speech analysis and classification 
techniques. In the classical way of speech emotion recognition features are extracted from the signals, pitches and frequencies of speech and 
then the features are selected which is known as selection module and then the emotions are recognized. This is a time consuming process so this 
paper gives an overview of the modern technique which is based on a simple algorithm based on feature extraction and model creation which 
recognizes the emotion. 
These methods of signal processing and machine learning are widely used to recognize human emotions based on features extracted from facial 
images, video files or speech signals. Various Experiments were performed to test the accuracy of the classified features extracted from audio 
files. Results show that random decision forest learning of this hybrid acoustic features is highly effective for speech emotion recognition. 
The objective of this research paper is to develop a system which can analyze and predict the expression of the human being. The study proves 
that this procedure is workable and produces valid results of around 80%. 
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Introduction 
Speech Emotion Recognition (SER) is the task of recognizing 
the emotional aspects of speech irrespective of the linguistic 
contents. While humans can perform this task effectively as a 
basic part of speech communication, the ability to conduct it 
techniquely automated using various devices is an ongoing 
subject of research. Studies of automatic emotion recognition 
systems aim to create efficient, real-time methods of detecting 
the emotions of mobile phone users, call center operators and 
customers, car drivers, pilots, child behaviour monitoring and 
many other human-machine communications. Machines have 
to understand emotions expressed by speech. Only with this 
approach, an entirely meaningful aspect based on human-
machine intervention and understanding can be achieved.  
Customary, machine learning (ML) involves the classification 
of feature framework from the raw data such as speech, 
images, video, ECG, EEG. The features are used to train a 
model that learns to produce the desired labeled output In 
general, it is not known which features can lead to the most 
efficient clustering of data into different categories. Some 
probability can be achieved by testing a large number of 
different features, combining different features into a common 
feature by applying various feature selection techniques. 
An inventive solution in the way is the problem of a desirable 
feature selection has been given by the use of deep neural 

networks (DNN) classifiers. The purpose is to use an end-to-
end network that takes raw data as an input and generates a 
class label as an output. There is no need to compute non 
computational or manual features, as It is all done by the 
network itself. This came to be very implied solution at the 
cost of much vast stipulation or demand. 
 

 
 

Fig 1: Voice recognition 
Databases Used for SER 
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Speech emotional databases are used by many researchers in a 
variety of research activities. The quality of the databases 
used and the accuracy achieved are the most important factors 
in the evaluation the model. The databases used may vary 
depending upon the requirement of the particular model. 
Some of the databases available can also be described as: 
Simulated Database: In these databases, the speech data has 
been recorded by experienced performers. Among all, this is 
considered the simplest way to gain the speech-based dataset 
of various emotions. It is considered nearly about 60% of 
speech databases are collected by this technique. 
 Induced Database: In this is type of database the set is 
collected by creating an artificial emotional situation. This is 
obtained without the knowledge of the performer. As 
compared to other databases, this is more naturalistic 
database. However, an issue arises, because the speaker 
should be aware that they have been recorded for the purpose 
of research-based activities.  
Natural Database: Most realistic, these databases are 
difficult to collect due to the difficulty in recognition. Natural 
emotional speech databases are usually recorded from the 
general conversation, call center conversations, and so on. 
 
Traditional Techniques of SER 
An emotion recognition system based on automated speech is 
comprised of three fundamental components signal 
preprocessing feature extraction and classification. Acoustic 
preprocessing such as noising cancellation as well as 
dividation is carried out to determine effective classes of this 
acoustic signal. Feature extraction is required to identify the 
rare event feature available in the signal. 
In this section, a detailed discussion of speech signal 
processing, feature extraction, and classification is provided. 
Also, the differences between spontaneous and acted speech 
are discussed due to their similarity to the topic.  
 In the first stage of signal processing, speech enhancement is 
carried out where the noisy components are cancelled. The 
second stage involves two parts, feature extraction, and 
feature selection. The required features are extracted from the 
preprocessed speech signal and the selection is carried out 
from the extracted features. Feature extraction and selection 
are usually based on the analysis of speech signals in the time 
and frequency domains. During the third stage, various 
classifiers such as GMM and HMM, etc. are carried out for 
the classification of these features. Lastly, based on feature 
classification different emotions are recognized and analyzed. 
 
Speech Emotion Recognition System 
Speech emotion recognition is similar to the pattern 
recognition system. This shows that the stages that are present 
in the recognition system are also present in the Speech 
emotion recognition system. The speech emotion recognition 
system contains five main modules emotional speech input, 
feature extraction, feature selection, classification, and 
recognized emotional output. 
The analysis of the speech emotion recognition system is 
based on the level of originality of the database which is used 
as an input to the speech emotion recognition system. If the 
inferior database is used as an input to the system then 
incorrect conclusion may result. The database as an input to 
the speech emotion recognition system may contain the real 
emotions. It is more practical to use database that is collected 
from the real life situations and not acted on. 
 

 
 

Fig 2: Speech emotion recognition using ECG signals 
 

 
 

Fig 3: Speech emotion recognition using MFCC 
 

 
 

Fig 4: Audio Signal Processing 
 

 
 

Fig 5: Accuracy Curve of SER 
 
Conclusion and Result 
Since a wide range of parameters are very drawn to human 
emotions, the automatic recognition of emotion is still a 
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subject of active research. The objective of this work is to 
evaluate and validate a variety of acoustic features based on 
prosodic and spectral variables for enhancing speech emotion 
identification. The auditory characteristics have made it very 
simple to distinguish between the many types of human 
emotions. This study used a group of measures and 
insignificant features to achieve useful categorization 
outcomes. All eight of the emotions seen in this study—
including the elusive feeling of fear—can be accurately 
identified using the suggested collection of auditory cues. 
Because integrating specific metric and spectral features 
raises the total viewpoint power of the features and improves 
classification accuracy, the current methodology appears to be 
effective. The idea that the same learning algorithms were 
applied to various feature sets in order to examine how well 
each collection of features performed against one another 
draws attention to this priority. Furthermore, we have 
observed that ensemble learning techniques worked well. 
Results from the experiments reveal that it was difficult to 
achieve high accuracy levels when identifying various 
emotions, whether using pure MFCC features or a mixture of 
MFCC, ZCR, energy, and fundamental frequency 
characteristics that were successful in identifying the surprise 
emotion. However, we demonstrated through extensive 
experimental that the suggested hybrid acoustic characteristics 
learned using random choice forest ensemble learning were 
effective for recognizing speech emotions. 
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