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Abstract 
The prediction of soil fertility is a crucial aspect of agriculture as it helps farmers to make informed decisions about crop selection, fertilization, 
and irrigation. In this study, we propose use of three different machine learning techniques to predict the fertility of soil. Soil properties such as 
pH, nitrogen levels, and texture will be analyzed and used as input features for the models. A dataset of labeled soil samples will be collected 
and used to train the models. The three methods used in this study are: Random Forest, Naïve Bayes, and Support Vector Machine. The 
performance of the models will be evaluated using metrics such as accuracy, precision, and recall. The goal of this study is to compare the 
performance of these three machine learning methods and to identify the most efficient method for predicting soil fertility. This method will not 
only aid in agricultural decision-making but also help in improving crop yields. The results of this study will be useful for farmers, agronomists, 
and researchers in the field of agriculture. Additionally, this study will also explore the correlation between soil properties and fertility, which 
will help to understand the mechanism of soil fertility. 
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1. Introduction 
1.1. Background 
Machine learning (ML) is a branch of Artificial Intelligence 
(AI) that enables the improvement of prediction accuracy 
without the need for hand-crafted software. Utilizing 
historical data as inputs, ML algorithms make predictions for 
new outputs. Its widespread adoption in various fields, 
including automation, is attributed to the significant 
advancements in data access and processing capabilities. As a 
result, ML has become one of the most widely adopted AI 
technologies among firms, institutions, and individuals 
seeking to obtain meaningful outcomes. The prediction of 
whether soil is fertile or non-fertile using machine learning 
(ML) involves the development of models that can predict 
soil fertility based on various soil and environmental factors. 
Soil fertility prediction using ML has the potential to 
significantly improve agricultural productivity by providing 
more accurate and timely information about soil fertility. This 
can help farmers make better decisions about fertilization, 
crop selection, and soil management, leading to improved 
yields and reduced environmental impact. 
 
1.2. Objective 
The objective of soil fertility prediction using three different 
machine learning techniques such as Random Forest, Naive 
Bayes, and Support Vector Machines (SVM) is to compare 

the accuracy and effectiveness of each method for predicting 
soil fertility. The goal is to determine which technique 
provides the most accurate predictions and to identify the 
strengths and weaknesses of each method. By comparing the 
performance of these three ML techniques, the aim is to gain 
a better understanding of the best approaches for soil fertility 
prediction and to identify the most promising techniques for 
further development and implementation. The objective is to 
improve the accuracy of soil fertility prediction and to provide 
decision support for agricultural management practices, 
leading to improved yields and reduced environmental 
impact. 
 
1.3. Scope 
The scope of the study on soil fertility prediction using three 
machine learning techniques such as Random Forest, Naive 
Bayes, and Support Vector Machines (SVM) encompasses 
various aspects related to data collection, model training, 
model evaluation, and comparison of models. The study 
includes collecting and preparing a dataset of soil and 
environmental factors as inputs for the ML algorithms. The 
trained models, Random Forest, Naive Bayes, and SVM, are 
evaluated for their accuracy and effectiveness using 
appropriate evaluation metrics. The comparison of the 
performance of each model helps to determine the most 
accurate and effective technique for soil fertility prediction. 
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The overall aim of the study is to improve the accuracy of soil 
fertility predictions and provide decision support for 
agricultural management practices. 
 
1.4. Organization of Report 
The report is structured into five chapters. The introductory 
chapter provides background information on the project, its 
objectives, and the scope of the study. The second chapter 
reviews relevant literature related to the project. The third 
chapter describes the design and functioning of the proposed 
system. The fourth chapter presents the results of experiments 
and provides a discussion of the findings. The final chapter 
summarizes the conclusions, highlights the future scope of the 
project, and lists references used in the report. 
 
2. Literature Survey 
The paper "Random Forest Algorithm for Soil Fertility 
Prediction and Grading Using Machine Learning" [1] was 
published in the International Journal of Innovative 
Technology and Exploratory Engineering in 2019 by 
Keerthan Kumar T.G, C. Shubha, and S. A. Sushma. The 
study explores the use of the Random Forest algorithm to 
predict soil fertility and grade soil based on various soil 
attributes. The authors compare the performance of the 
Random Forest algorithm with other machine learning 
methods, such as Support Vector Machines and Artificial 
Neural Networks, and find that the Random Forest algorithm 
produces more accurate results. This research highlights the 
potential of machine learning techniques in predicting soil 
fertility and grading, which can assist farmers in making 
informed decisions about fertilization and crop management. 
The paper "Soil Analysis and Crop Fertility Prediction Using 
Machine Learning"[2] was published in the journal Machine 
Learning in 2021. It was written by Jagdeep Yadav, Shalu 
Chopra, and M. Vijayalakshmi. The authors explored the use 
of machine learning algorithms to analyze soil data and 
predict crop fertility. The results showed that machine 

learning can be an effective tool for soil analysis and crop 
fertility prediction, offering potential for improved 
agricultural productivity and food security. 
"Soil data analysis using classification techniques and soil 
attribute prediction" [3] is a scientific paper written by Jay 
Gholap and others. The paper was published in 2012 on 
arXiv, a platform for pre-print academic articles in computer 
science and other fields. The paper likely explores the use of 
classification techniques in soil data analysis and focuses on 
predicting soil attributes using machine learning methods. The 
results of this research could be useful for agriculture and land 
management, as it could help in identifying soil types and 
predicting soil properties such as fertility, water-holding 
capacity, and others. 
The paper "A Model for Prediction of Crop Yield" [4] was 
published in the International Journal of Computational 
Intelligence and Informatics in March 2017. It was authored 
by E. Manjula and S. Djodiltachoumy. The authors proposed 
a model that uses computational intelligence and informatics 
to predict crop yield. The model takes into account various 
factors such as weather, soil, and previous crop data to 
provide accurate yield predictions. The results showed that 
the proposed model has high accuracy in predicting crop 
yields, offering potential benefits for farmers, agronomists, 
and policy makers in improving agricultural productivity and 
food security. 
 
3. Proposed System 
Soil fertility prediction involves determining if soil is fertile 
or non-fertile based on various characteristics such as soil 
type, pH, organic matter content, and nutrient levels [5]. This 
prediction is made through a process that includes feature 
selection, training, testing, and prediction using machine 
learning techniques such as Naive Bayes, Random Forest, and 
Support Vector Machine. The performance of these models is 
compared, and the one that yields the highest accuracy is 
chosen for making predictions on new data. 

 
3.1. Architecture 
 

 
 

Fig 1: Architecture of proposed system 
 

The figure above illustrates the overall design of the system. 
The first step involves gathering data, which can be obtained 
through the farmers' portal and organized by state. A sample 

dataset is utilized in this model. The labels were either 
"fertile" or "non-fertile." 
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Fig 2: Dataset 
 

Figure 2 depicts the dataset in CSV format, including the 
properties of the soil as features. The data set consists of 
sixteen unique characteristics and a table providing 
explanations for each feature is given below. 
 

Table 1: Description of Dataset Attributes 
 

Attribute Description 
PH Soil ph Value 
EC Electronic Conductivity 
OC Organic Carbon 
OM Organic Matter 
N Nitrogen Content 
P Phosphorous Content 
K Potassium Content 

Zn Fe Cu Mn Sand Slit  Zinc Content Iron Content Copper Content 
Clay Manganese Content Soil Composition 

CaCo3 Sodium Bi-carbonate Content 
CEC Cati on Exchange Capacity 

 
3.1.1. Data Preprocessing 
The input features in the dataset have different value ranges, 
which can affect the performance of some machine learning 
algorithms. To handle this, a preprocessing tool called Min 
Max Scaler [7] from the Sklearn library can be used to scale all 
the attributes to the same range of [0,1]. This means that all 
the values for each feature will be transformed to a value 
between 0 and 1, where 0 represents the minimum value and 1 
represents the maximum value. 
The label column of the dataset represents the output and is 
usually a categorical variable. To use it in machine learning 
algorithms, it must be converted to numerical values. This can 
be done using the label Encoder [8] from the Sklearn library, 
which will convert the categorical values to numerical values, 
such as 0 and 1. 
 
3.1.2. Data Spliting 
The purpose of data splitting is to divide the available data 
into two parts: a training set and a testing set. The split ratio is 
that used in this system is 80:20, where 80% of the data is 

used for training and 20% is used for testing [9]. Data splitting 
helps to prevent overfitting and ensure the model's 
generalization ability, making it a fundamental step in the 
machine learning process. 
 
3.1.3. Build Models 
To predicting whether soil is fertile or non-fertile, three 
different techniques are used: Random Forest, Naive Bayes, 
and Support Vector Machines (SVM). 
Random Forest is a popular machine learning algorithm that 
can be used for the prediction of whether the soil is fertile or 
non-fertile [10]. Random Forest builds multiple decision trees 
and combines their predictions to produce a final result. This 
technique is known as ensemble learning and can lead to 
improved accuracy and robustness compared to a single 
decision tree. In soil fertility prediction, Random Forest can 
handle complex relationships between multiple environmental 
factors and the soil fertility target. Random Forest can also 
handle noisy data and missing values, which are common in 
soil fertility datasets. Additionally, Random Forest can be 
used for feature selection, which can help to identify the most 
important factors for soil fertility prediction. In conclusion, 
using Random Forest for soil fertility prediction can lead to 
more accurate and reliable results. 
Support Vector Machines (SVM) is a powerful machine 
learning algorithm that can be used for the prediction of 
whether the soil is fertile or non-fertile [11]. SVM is well-
suited for binary classification problems, making it an ideal 
choice for soil fertility prediction. By finding the best 
boundary between the fertile and non-fertile classes, SVM can 
produce accurate predictions. SVM can handle noisy data, 
which is common in soil fertility prediction where soil 
samples may contain inaccuracies or outliers. 
Naive Bayes is a simple but effective machine learning 
algorithm that can be used for the prediction of whether the 
soil is fertile or non-fertile [12]. Naive Bayes is based on 
Bayes' theorem and assumes that the input features are 
independent of each other. Naive Bayes can handle 
continuous and categorical features, which is often the case in 
soil fertility prediction where multiple environmental factors 
need to be considered. 
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3.1.4. Testing and Training 
Training [13] and testing [13, 14] are both important for soil 
fertility prediction as they ensure the accuracy and reliability 
of the model. Training allows the model to learn from the 
available data, building a mapping from inputs to outputs. 
However, it is important to assess the model's performance on 
new, unseen data, which is where testing comes in. Testing 
allows the model to be evaluated on a different dataset than 
the one it was trained on, giving an indication of its ability to 
generalize to new data. 
By performing both training and testing, it is possible to 
validate the model's performance and to detect any overfitting 
or underfitting. Overfitting occurs when a model fits the 
training data too well and performs poorly on new data, while 
underfitting occurs when the model is too simple to fit the 

complexity of the data. Testing helps to identify these issues 
and to adjust the model accordingly. 
 
4. Results and Discussion 
The soil fertility prediction project successfully created 
multiple models that evaluate soil fertility based on a range of 
soil characteristics. The models were constructed using three 
different machine learning algorithms. Once developed, the 
models were trained on a comprehensive dataset of soil 
samples, which had been categorized as either fertile or non-
fertile. This enabled the models to make predictions about the 
fertility of a soil sample based on its attributes when provided 
with new input data. The models' performance was evaluated 
using accuracy scores, and the most accurate model was then 
selected for making predictions on previously unseen data. 

 

 
 

Fig 3: Loaded dataset 
 

The dataset was visualized using the seaborn library to 
determine the distribution of fertile and non-fertile soil 
samples. Seaborn is a popular Python tool for data 
visualization and graphical representation of statistical 
information. 
 

 
 

The following table displays the accuracy score of each 
model. 
 

Table 2: Accuracy Score of different classifiers 
 

Classifier Accuracy Score 
Random Forest 0.954545 

SVM 0.909091 
Naïve Bayes 0.863636 

 
The table shows that Random Forest outperforms SVM and 
Naive Bayes in soil fertility prediction accuracy. Thus, 
Random Forest is chosen to construct the interface for 
predicting unseen data. 

 Fig 4: Statistical distribution fertile & non-fertile soil 
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Fig 5: User interface for soil fertility prediction 
 

5. Conclusion & Future Scope 
In conclusion, the proposed system for soil fertility prediction 
is a promising solution that can provide accurate and efficient 
predictions about soil fertility. The use of multiple machine 
learning models, such as SVM, Random Forest, and Naive 
Bayes, increases the accuracy of predictions and provides a 
comprehensive understanding of soil fertility. The system can 
be integrated with other systems, such as precision agriculture 
systems, to provide a more comprehensive view of soil 
fertility and help farmers and agronomists make informed 
decisions about soil management practices. 
The future scope of the proposed system is vast. The models 
used in the system can be further improved by incorporating 
deep learning techniques, such as neural networks, to increase 
their accuracy. The system can also be expanded to cover a 
larger area and provide a more accurate picture of soil fertility 
patterns across regions. Additionally, the system can be 
extended to include more soil properties, such as soil 
moisture, to provide a more comprehensive analysis of soil 
fertility. 
Moreover, the user-interface of the proposed system can be 
made more user-friendly and intuitive to make it easier for 
farmers and agronomists to use. The system can also be made 
more accessible to a larger audience by developing a mobile 
application that can be used on smartphones and tablets. The 
proposed system can also be integrated with other systems, 
such as remote sensing and drone technologies, to provide a 
more complete picture of soil fertility and help farmers and 
agronomists make better-informed decisions about soil 
management practices. 
In summary, the proposed system for soil fertility prediction 
has the potential to revolutionize the way farmers and 
agronomists assess soil fertility and make decisions about soil 
management practices. With the vast scope for improvement 
and integration with other systems, the proposed system has 
the potential to make a significant impact on agriculture and 
help increase crop yields and food security. 
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